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REGULAR ARTICLE

Monitoring internal speech: an advantage for syllables over phonemes?
Pierre Hallé a,b, Laura Manoiloffc, Jiayin Gaod and Juan Seguib
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cCognitive Psychology of Language and Psycholinguistics Research Group, Center of research of the Faculty of Psychology (CIPSI), National
University of Córdoba, Córdoba, Argentina; dDepartment of Linguistics and English Language, University of Edinburgh, Edinburgh, UK

ABSTRACT
Listeners generally detect syllables faster than phonemes in overt speech. This “syllable advantage”
holds robustly for utterance-initial CV vs. C targets [Segui et al., 1981. Phonememonitoring, syllable
monitoring and lexical access. British Journal of Psychology, 72(4), 471–477]. We report a syllable
advantage when monitoring inner speech. Spanish-speaking Argentinian participants presented
with pictures were faster and more accurate at detecting CV than C targets at the beginning of
the pictures’ names. This CV over C advantage maintained, although substantially weakened,
after adding CV’ foils in CV-target trials, a manipulation logically more detrimental to CV- than
C-detection. Our results converge with previous studies showing intriguing parallelisms
between overt and inner speech perception and processing, supporting a restricted version of
Levelt’s perceptual-loop hypothesis. We discuss what common basic units of processing could
be, borrowing from the articulatory phonology framework and its proposal of a “common
currency” between speakers and listeners.
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1. Introduction

In the last decades, “inner speech,” in its various
forms, has been the focus of many behavioural,
neuro-imagery, electrophysiological, and neuropsycho-
logical studies, as well as many speculations. Inner
speech varies along several dimensions (see Grand-
champ et al., 2019), among which the condensation
dimension is of interest in the present study: from
“condensed” to “expanded” (Alderson-Day & Ferny-
hough, 2015; Fernyhough, 2004; Grandchamp et al.,
2019; also see Langland-Hassan & Vicente, 2018).
That is, internally generated speech may vary from
highly abstract (containing minimal semantic and
structural linguistic information) to quite concrete,
down to phonetic detail, or even down to indexical
detail. Inner speech has also been viewed, somewhat
metaphorically, as “a truncation of overt speech”
(Perrone-Bertolotti et al., 2014, p. 227), that is, overt
speech interrupted at some production stage from
conceptualisation to articulation. On this view,
interruption-level would follow degree of conden-
sation. Our study bears on the presumably fully
expanded inner speech built-up in the latest pro-
duction-stages.

1.1. Commonalities between overt and inner
speech

Are there similarities in the way we perceive, process, or
monitor uninterrupted overt speech and late production
stage inner speech? This question initially motivates the
present study. A “yes” answer is suggested by several
experimental results. For example, the verbal transform-
ation effect, whereby a rapidly repeated speech utter-
ance may undergo perceptual change (Warren, 1961)
(e.g. /psə psə psə… / > /səp səp səp… /) is observed
with both overt and inner speech (Reisberg et al.,
1989; Sato et al., 2004; Smith et al., 1995). Tongue
twister recitations show similar lexical bias effects on
overt and inner slips as well as largely similar phonemic
similarity effects (Corley et al., 2011; Oppenheim & Dell,
2010; but see Oppenheim & Dell, 2008). Overt and
inner speech also seem to engage similar brain activity,
though with notable either qualitative or quantitative
differences. For comprehensive reviews, see Perrone-
Bertolotti et al. (2014, pp. 223–227) and Price (2012,
pp. 830–832). Some of the differences may reflect inhi-
bition of articulation execution during inner speech
(Basho et al., 2007), some others reflect auditory percep-
tion of one’s own speech during overt speech. More
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generally, stronger activations are found in motor-
related brain areas (IFG, insula, etc.) for overt than
covert speech. Similarly, EMG potentials (e.g. for orofa-
cial muscles) are much weaker during inner than overt
speech (Faaborg-Andersen, Edfeldt, & Nykøbing, 1958;
Sokolov, 1972; Vanderwolf, 1998, p. 128). They might
however be available to sensory-motor perception.

These results, among others, suggest there are
indeed commonalities in the perception and processing
of overt and inner speech, at least for the kind of inner
speech that is fully expanded. A very parsimonious for-
malised account of such commonalities is proposed by
Levelt in his “Blueprint for the Speaker” or “Lemma
model” speech production model (Levelt, 1989): the
“perceptual loop hypothesis.” Levelt proposed that
both internal and overt speech are processed and mon-
itored by a single common “speech comprehension
system” (SCS), with “internal” (or “inner”) speech refer-
ring to some “almost ready to go” internal represen-
tation of a planned utterance before it is spoken, and
overt speech referring to some already spoken utter-
ance. Inner speech would feed the SCS via an “inner
loop” (hence the “inner” label), whereas external
speech (possibly one’s own speech) would feed the
SCS via an “outer loop.” This immediately raises a rep-
resentational issue: If overt speech and inner speech
undergo similar speech processing, they must share
common representations. Shedding light on what could
be the form of such representations is an important
goal of the present study. With this goal in mind, our
study takes as theoretical framework the rather well
defined model of speech production planning proposed
decades ago by Levelt (Levelt, 1989; Levelt et al., 1999;
for updates and reinterpretations, see the Thirty years
of “Speaking” special issue of Language, Cognition and
Neuroscience: Meyer et al., 2019). Since, over the years,
the Lemma model evolved, in particular with respect
to the kind of inner speech inputted to the inner loop,
we first sketch out the Lemma model and its evolution
before turning to the rationale of the present study. In
the course of the Lemma model’s overview, we also
mention current criticisms bearing on, if not the
Lemma model’s main features, at least its specific “per-
ceptual loop hypothesis” component (e.g. Gauvin &
Hartsuiker, 2020).

1.2. The Lemma model

Levelt’s Lemma model (Levelt, 1989: “Speaking”), as all
the models of speech production planning (e.g. Dell,
1986; Hickok, 2014a, 2014b), describes a series of oper-
ations retrieving the representations required to
design a spoken utterance at the conceptual, syntactic,

morpholexical, phonological, and phonetic levels.
These operations are performed quickly and out of con-
scious control. The end product is, ideally, the audible
articulation of the message intended by the speaker,
that is, the phonetic form of the message. Among the
operations mentioned above, the phonological proces-
sing stage is essential to achieve the ultimate goal of
the system: speak out an intelligible message. Levelt
(1989) called this stage “phonological encoding” in his
original “Blueprint” model, and later distinguished in it
a final phonetic encoding subpart (Levelt et al., 1999;
see Laganaro, 2019, for more detail). In the following,
we focus on phonological and phonetic encoding.

1.2.1. Phonological and phonetic encoding
It is generally assumed that phonological encoding takes
as input the information of the currently selected lexical
representations (the “lexemes” in Levelt’s formulation).
The word form specified in a lexical representation pre-
sumably combines different dimensions of form infor-
mation in a complex phonological representation.
Most theories of phonological encoding distinguish seg-
mental and metrical information (Dell, 1988; Levelt,
1989; Meringer & Mayer, 1895; Shattuck-Hufnagel,
1979). The motivation for postulating separate segmen-
tal and metrical specifications is that syllabification takes
place at the prosodic word level (Nespor & Vogel, 1986),
not at the level of the lexical word in isolation. For
example, although demand could be syllabified as
de.ˈmand in isolation, demand it (a clitic group or proso-
dic word) must be syllabified as de.ˈman.dit (Levelt &
Wheeldon, 1994). Levelt and Wheeldon (1994) explain
the way this segmental vs. metrical distinction could
be implemented. They propose that segmental and
metrical information are initially specified separately in
lexical entries, then recombined by the “phonological
encoder” module – after the application of context-
dependent phonological processes, where needed –
into syllabic slots (metrical information), which the
encoder fills up with segmental content and later con-
verts into syllable-sized “articulatory scores.” The result-
ing articulatory phonology representation – a
sequence of syllabic gestural scores – constitutes, in
Levelt’s (1989) formulation, the “phonetic plan,” which
he also called “inner speech.” The motivation for this
latter, convenient label is that the phonetic plan serves
as input to the “inner loop,” which feeds the SCS,
common to inner and outer speech, in which processing
and monitoring would take place (the “perceptual loop
hypothesis”). The phonetic plan must also be the input
to a further motor programme elaboration stage,
which is left undetailed in Levelt’s model but is presum-
ably rather complex (see Laganaro, 2019). Indeed, it
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cannot be a simple translation and concatenation of syl-
labic gestural score specifications and attached task
dynamics (Kelso et al., 1986; Saltzman & Munhall, 1989),
since context-dependent task dynamics for sentence-
size utterances need be computed. The end product of
the motor programme elaboration stage should be, logi-
cally, the representation closest to phonetic specification.
Themotor programme is eventually executed to generate
the complex time-structured set of articulatory gestures
(or “articulatory map”) producing the speech output.
Other models than the Lemma model also assume
some processing stage whereby an articulatory map is
elaborated from lexical and contextual phonological
information (Dell, 1986, 1988; Garrett, 1975; Hickok,
2014a, 2014b; Shattuck-Hufnagel, 1979).

1.2.2. Monitoring one’s upcoming speech
Two main related issues can be raised concerning
internal monitoring: first, its functional locus and
second, the nature of the representation(s) examined
during internal monitoring. At this point, we must con-
sider the possibility that “monitoring” may take various
forms. In particular, monitoring for errors may be func-
tionally different from monitoring for some specified lin-
guistic property. We return to this important qualitative
distinction in the following. Concerning the first “locus”
issue, some researchers propose that internal monitor-
ing is part of the production system and can be achieved
within the phonological encoder (Postma, 2000; Schiller
et al., 2006; Wheeldon & Levelt, 1995). This is what Schil-
ler et al. (2006) called the “production monitor,” which
scans phonological encoding as it builds up, as
opposed to the “perception monitor,” which scans the
output of phonological encoding that is fed to the
“general” SCS via the inner, perceptual loop. On the
latter account (Levelt, 1983, 1989), the SCS would
process overt speech and inner speech in the same
way: this is the “perceptual loop” theory. Note that
different kinds of monitoring may correspond to
different loci, that is, may engage different monitoring
architectures. In particular, monitoring for errors versus
some phonological properties may engage different
devices. As for the second issue – the nature of the
code examined during internal monitoring –, it is gener-
ally accepted that this code is somehow more abstract
than the code examined to monitor overt speech
(Wheeldon & Levelt, 1995: see below). But its precise
nature requires further qualification. In his original “Blue-
print” model, Levelt (1989) viewed inner speech as a
“phonetic plan,” explicitly referring to the gestural
scores of articulatory phonology (Browman & Goldstein,
1992). In a revised version of the model (Levelt et al.,
1999), the code that is internally monitored is no more

the “phonetic plan” but the metrically specified, abstract,
and presumably symbolic phonological code that is ela-
borated just before syllabic gestural scores are retrieved
or computed. This conceptual shift was motivated by
findings of Wheeldon and Levelt (1995). In this seminal
study, the first to use phoneme and syllable internal
monitoring (hence, not error-monitoring), the authors
found incremental serial effects in phoneme detection,
reflecting either left-to-right build-up of the code
within the phonological encoder or left-to-right analysis
within SCS (for replications, see Morgan & Wheeldon,
2003; Schiller et al., 2006; Wheeldon & Morgan, 2002).
Because the serial effect still obtained under a condition
of articulatory suppression, Wheeldon and Levelt con-
cluded that the code being monitored was more
abstract than the phonetic plan, which they took as
articulatorily involved (cf. Levelt et al., 1999, for detail).
The model’s revision has several consequences. First,
the input to the inner loop in the revised model is the
abstract, symbolic code mentioned above, in place of
the phonetic plan. Second, a “phonetic encoder” must
translate the abstract code into the phonetic plan. The
new architecture of the Lemma model thus is substan-
tially modified (see Laganaro, 2019). At the same time,
Levelt et al. (1999) leave open the issue of a production
vs. perception monitor. Perhaps, the two views may not
exclude each other (Levelt et al., 1999; Wheeldon &
Levelt, 1995), according to whether errors or, for
example, phonemes are monitored for.

1.3. Monitoring for errors vs. phonological
properties

Indeed, as we just noted, internally monitoring for errors
might not engage the same mechanisms as monitoring
for phonological properties. Current research on self-
monitoring indeed suggests different mechanisms. It
has been suggested that the two types of monitoring
might differ in terms of conscious control (Vigliocco &
Hartsuiker, 2002): error-detection would be automatic
and irrepressible, whereas detecting a pre-specified
property – a metalinguistic task – presumably is con-
sciously controlled. Among the many studies conducted
on self-monitoring for errors, some have addressed the
issue of whether this monitoring could involve a percep-
tual loop, that is, explicitly examined the plausibility of
the perceptual loop hypothesis for error-monitoring.
Overall, a negative conclusion dominates. Hartsuiker
and Kolk (2001) found support for perceptual-loop invol-
vement in a study modelling error-to-cutoff and cutoff-
to-repair time intervals: adding an inner loop feeding
the SCS to their model clearly improved the fit with
empirical data (but see Nooteboom & Quené, 2019, for
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a critical re-evaluation of these findings). On the other
hand, recent fMRI data on speech-error internal monitor-
ing do not show speech-perception specific brain
activity (e.g. Gauvin et al., 2016). In a recent review
article, Gauvin and Hartsuiker (2020) propose a new
model of verbal monitoring for errors, which is based
on previous “conflict monitoring” models; they dismiss
the perceptual loop as a plausible device for error-detec-
tion on several grounds. A strong argument, we believe,
is that the perceptual loop hypothesis leaves underspe-
cified the process of comparison between intended
speech and the speech building-up, although such com-
parison clearly must be the basis for error-detection. The
perceptual loop hypothesis, however, might be correct
for the kind of “metalinguistic” monitoring best illus-
trated in Wheeldon and Levelt (1995; also see Van Tur-
ennout et al., 1998, for phonemic categorisation). We
now turn to other than error-monitoring evidence
against the perceptual loop hypothesis.

1.4. “Saturated channel” counter-evidence to
perceptual loop

Let us mention briefly arguments against the perceptual
loop hypothesis that do not pertain to the error-moni-
toring case. The underlying logic is that a single inner-
loop channel for monitoring both inner and overt
speech has both phenomenological and processing
implications. When producing any spoken utterance,
speakers should experience perceiving the overtly
spoken utterance as an “echo” of the internally
“spoken” utterance, assuming overt speech closely
follows inner speech (by about 500 ms according to
Nooteboom & Quené, 2017) in the inner loop channel.
Speakers do not report such “echo” experience (Nozari
et al., 2011; Vigliocco & Hartsuiker, 2002). But this
might be explained by the default low attention to
inner speech in the absence of specific instructions
(see Sato et al., 2004). A recent study by Hansen et al.
(2019), using a go-stop paradigm adapted to speech
production, also argues against a single channel for
overt and inner speech processing. The authors found
no behavioural or brain-activity difference between
two conditions: phonologically unrelated vs. overlap-
ping go and stop stimuli (picture’s name and overtly
spoken word, respectively). Hansen et al. (2019)
reasoned that if the inner speech for the go word and
the outer speech for the stop word were feeding a
single, unique perceptual loop, correct halting perform-
ance would be affected in the phonological overlap con-
dition. It was not, suggesting separate processing routes
for inner and outer speech.

1.5. Evidence for perceptual loop from phoneme
or syllable internal detection

In its restricted version of a device for metalinguistic
analysis, the perceptual loop gradually conveys the
output of the phonological encoder to the SCS just like
it conveys to it external speech. That is, the information
flow analysed by the SCS is sequential for internal as well
as external speech. A prediction derived from this prop-
osition is that presumably perception-specific effects
found with overt, external speech might be found for
internal monitoring of inner speech.

Support for this version of the perceptual loop
hypothesis first comes from the very clear syllabic
effect found in internal syllable detection by Wheeldon
and Levelt (1995: Experiment 2), using Dutch words.
The effect is similar to that found for overt speech in
Dutch (Zwitserlood et al., 1993). A further supporting
piece of evidence is provided by Özdemir et al.
(2007). They observed, in an internal phoneme detec-
tion experiment on picture names in Dutch, that moni-
toring latencies depend on the target phoneme’s
position relative to the uniqueness point (UP) of the
word generated internally. (UP is the phoneme at
which a word, scanned from left to right, becomes
“unique” in the sense there is no other word sharing
with it the speech portion up to that phoneme.) For
example, /l/ was detected faster in zadel “saddle”
(UP = /d/) than vogel “bird” (UP = /e/) than ketel
“kettle” (UP = /l/). This “uniqueness point effect” in
internal monitoring parallels the results typically
obtained in overt speech perception (Frauenfelder
et al., 1990; Marslen-Wilson, 1990; Pitt & Samuel,
1995) and makes a particularly strong case for the
(restricted) perceptual-loop hypothesis. Indeed, UP
effects hinge on lexical access from a phonemic-
string sequential input: word recognition is faster for
earlier occurring UP. Since lexical access has already
occurred upon picture name recognition, Özdemir
et al.’s results entail that lexical access is achieved
“anew” a second time by the SCS from the inner
speech input feeding an inner, perceptual loop.

In this paper, we focus on yet another effect, the
“syllable advantage,” found in overt speech perception,
and test whether it could also be observed in internal
speech monitoring. This test thus can be viewed as a
diagnostic tool for the restricted perceptual-loop
hypothesis. At the same time, the effect at stake is
related to the issue of speech representation and is
therefore relevant to our search of a common code
for overt and inner speech. The effect has been
found in several studies in French and English: sylla-
bles are detected more quickly than phonemes
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(consonant or vowel) in word-initial position. It was
initially found in English for CVC syllables (Foss &
Swinney, 1973; McNeill & Lindig, 1973; Savin & Baver,
1970; Swinney & Prather, 1980). Note that Swinney
and Prather (1980) only found a non-significant advan-
tage for CVC syllables over C consonants, and this
when the V context was restricted to a single vowel,
suggesting possible anticipation strategies. Norris and
Cutler (1988) later showed that the effect with CVC syl-
lables depends on the design of the experimental lists,
in particular on whether lists contain catch trials with
foil syllables and/or foil phonemes. Segui et al. (1981)
used no foils and found a robust advantage for CV syl-
lables over C stop consonants in French: /ba/ was
detected faster than /b/ in bateau /bato/ “boat” as
well as in /ba/-initial nonwords. Segui et al. (1981)
explained the advantage of the syllable over the con-
sonant as possibly due to the early availability in per-
ception, at least in stop + vowel CV sequences, of both
the consonant and the vowel at the same time (Blum-
stein & Stevens, 1980; Stevens & Blumstein, 1978), that
is, the availability of CV as a whole, due to listeners’
implicit knowledge of CV coarticulation. In other
words, these authors’ interpretation was that CV is
an immediately available unit of perception, whereas
C requires reanalysis of CV to be identified. (The
influence of syllable complexity on the detection of
word-initial C phonemes in overt speech also suggests
that C detection follows syllable identification [Segui
et al., 1990]). Could Segui et al.’s (1981) interpretation
hold for inner speech, which logically does not include
auditory coarticulation cues? This question seems
prima facie quite challenging.

The issue we address here is thus of whether the
faster monitoring of word-initial CV syllable than C
consonant can also be found when monitoring internal
speech. Note that it may not be so much the “syllable-
ness” of CV that is of importance but, rather, that CV
contains C. We nonetheless use the term “syllable
advantage effect” for sake of simplicity. We used pic-
tures whose name in Spanish was two- or three-sylla-
ble long and began with a CV syllable. Spanish-
speaking Argentinian participants had to monitor for
either the word-initial C or CV of the pictures’ name,
without uttering the name. The design of Experiment
1 closely followed that of Segui et al.’s (1981) study,
except that participants had to monitor internally gen-
erated rather than externally presented word-forms. In
Experiment 2, we tested the robustness of the syllable
effect found in Experiment 1 by introducing foil items
challenging syllable-monitoring more than phoneme-
monitoring.

2. Experiment 1: internal monitoring of word-
initial C vs. CV in picture names

2.1. Methods

Participants. Eighty-one students at the National Uni-
versity of Cordoba, Psychology Department, aged 18–
26 years, participated voluntarily in the experiment. All
were Argentinian native speakers of Spanish, with
normal or corrected-to-normal vision and no known
language disorder. Only 16 of the 81 participants had
some basic knowledge of English. In published previous
studies on phoneme or syllable detection in internal
speech (Manoiloff et al., 2013, 2016; Morgan & Wheel-
don, 2003; Özdemir et al., 2007; Wheeldon & Levelt,
1995; Wheeldon & Morgan, 2002), sample size varied
from 20 to 40 subjects. We thus considered an 81 sub-
jects sample-size as sufficient, at least to test for non-
null effects. We nonetheless performed an a posteriori
power analysis (see e.g. Althouse, 2021, questioning
such practice), using G*Power 3.1 (Faul et al., 2009) for
estimating an appropriate minimum sample size along
the default recommendations of Cohen (1988).
Because there were two measurements per subject
(phoneme and syllable detection), we used the settings
for a matched-pairs t-test with standard power 0.8 and
(by subject) effect size 0.494 (see Results section). This
yielded a sample size of 35 (see the full Power ×
Sample-size curve in Supplementary Materials).
Materials. Twenty black-on-white line drawings of
simple common objects served as test picture stimuli,
whose name began with a variety of Cs and CVs
serving as detection targets in the experiment. They
were selected from the set described in Cycowicz et al.
(1997), which includes the 260 drawings in Snodgrass
and Vanderwart (1980). Naming agreement for the
selected experimental pictures was above 80% accord-
ing to the norms established for Argentinian Spanish
(Manoiloff et al., 2010). The average frequency of the
20 test picture names was of 10.8 occurrences per
million (opm) (range: 0.54–48.04), according to the
LEXESP Spanish lexical database by Sebastián-Gallés
et al. (2000). To check whether LEXESP frequencies,
which were computed for Spanish in Spain are relevant
for the Argentinian subjects, we collected ratings of sub-
jective frequencies on a 1–5 scale (5 for frequent) from
25 Argentinian native speakers of Spanish (age range
20–26 years), who did not participate in the experiments.
The subjective frequencies of the 20 test picture names
was 1.7 in average (range 1.1–2.5), and rather poorly cor-
related with the database frequencies, r(18) = 0.342, p =
0.129. Because there was more dispersion in the
database than subjective frequencies (coefficients of
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variation (SD/mean): 0.86 vs. 0.29 respectively), we
retained the subjective frequencies to dispatch the
materials evenly across two subsets (see Design
section and Appendix A). There were ten word-initial
target consonants (/b, d, g, p, t, k, v, f, m, n/) and thirteen
word-initial target syllables (/bo, de, ga, pa, pe, pi, ti, ko,
va, ve, fo, mo, ni/). Note that, in Spanish, grapheme–
phoneme correspondences are largely consistent. This
was the case for the word-initial letter in the names of
the target pictures we used, except “c”, which is pro-
nounced /θ/ (or /s/) before “i” or “e” and /k/ otherwise.
In all the test target pictures we used, “c” was followed
by “o”, hence pronounced /k/.
Design. The set of 20 test pictures was divided into two
subsets, as balanced as possible in terms of picture
name’s subjective frequency, number of syllables and
phonemes, and broad type of onset consonant (see
Appendix A). Both subsets comprised 10 test pictures
plus 82 (subset 1) or 79 (subset 2) filler pictures. The pic-
tures of each subset were blocked by either phoneme
(i.e. consonant) or syllable target, as detailed in Appen-
dix B. Each block contained about 8 times (from 4 to
13 times) more filler than test items. There were five
phoneme-target and six or seven syllable-target blocks
in each subset. The 81 participants were randomly
assigned to one of two groups. Both groups received
first subset 1 and then subset 2. In one group (n = 40),
participants had to detect phonemes in subset 1 and syl-
lables in subset 2. In the other group (n = 41), partici-
pants had to detect syllables in subset 1 and
phonemes in subset 2. The experimental design was
thus counterbalanced across subjects for target type,
though not for subset presentation order. We chose
this option in order to keep the number of subject
groups to a minimum. Had the results shown a clear
group effect, we would have added another two
groups to counterbalance for subset order. Each partici-
pant saw each of the 181 pictures only once, for either
phoneme or syllable monitoring. Within each block, pic-
tures were presented in a predetermined random order
ensuring that test items did not appear in block-initial
position, were separated by at least three filler items,
and were not semantically or phonologically related
with their flanking filler items. Within each subset,
blocks were presented in one of three different
random orders: Each participant was randomly assigned
to one order.
Procedure. Participants were tested individually on
phoneme- then syllable-detection or vice versa. Each
phoneme- or target-block was introduced with the oral
specification of the target to monitor for. In the case of
the /p/-target block, for example, the phoneme-target
/p/ was specified as follows: “Pulsar el botón de

respuesta, lo más rápido que pueda, si y solo sí, el
nombre de la imagen comienza con el sonido [pe],
como en ‘pera’, ‘papa’ o ‘pincel’.” [“Press the response
button, as quickly as possible, if and only if the name
of the picture begins with the sound [pe], as in…”].
Similarly, for the /pa/-target block, the syllable-target
/pa/ was specified by replacing “… comienza con el
sonido [pe], como en…” [“… begins with the sound
[pe], as in…”] with “… comienza con la secuencia
[pa], como en ‘papa’, ‘paleta’ o ‘pava’” [“… begins with
the sequence [pa], as in…”]. We used the term
“sequence” instead of “syllable” because participants
may not have a clear and uniform notion of what a
spoken syllable is. Within each block, each trial consisted
of the following sequence of three or two visual stimuli
displayed at the centre of the screen: the prompting
message “press the spacebar to begin” (in Spanish), dis-
played until the participant pressed the space bar to
initiate the first trial of the block; the sequence “##” dis-
played for 2 s as a fixation stimulus; the picture in black
on white within a 7 × 7 cm white square, displayed until
the participant responded or for a maximum of 2 s (i.e.
responses slower than 2 s were timed out). The inter-
trial interval was one second. The (self-paced) exper-
imental session typically lasted about 30 min. Partici-
pants were comfortably seated in a dimly lit quiet
room. The experiment was run on a personal computer,
using the DMDX experimentation software (Forster &
Forster, 2003). The participants were instructed to
orient their gaze at the centre of the screen where the
stimuli would be displayed. They were told they would
be presented with series of pictures, each series associ-
ated with a phoneme- or a syllable-target to detect in
the picture’s name in word-initial position, and had to
respond with a button press, as quickly and accurately
as possible, if and only if the picture’s name began
with the target specified for the current series. They
were instructed not to utter the picture’s name.
Response times were measured from the onset of
picture presentation.

2.2. Results

We first computed the by-item and by-subject overall
miss rate distributions. No item was discarded. One par-
ticipant was a clear outlier (50%misses) in the by-subject
distribution of misses (Figure 1) and was therefore
excluded. For the response time (RT) data, no further
filtering was applied than the 2 s time-out of the exper-
imental set-up. (RTs ranged from 191 to 1943 ms.) The
miss rate and RT data are summarised in Table 1. RTs
were log-transformed to improve distribution normality
(Figure 2).
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As can be seen, syllables were detected faster and
missed less often than phonemes. This was confirmed
by linear mixed model analyses on the RT and miss
rate data (logit regression analyses for the latter), using
the lme4 package in R (R development core team,
2016). We started with models including all the fixed
effects – Order (phoneme- vs. syllable-detection first),
Target (phoneme vs. syllable), and their interaction –
and random subject and item intercepts as random
effects. We then removed fixed effects one by one to
test for their significance, using Chi-square statistics to
compare models’ outputs using the anova function.
(anova also served to estimate model’s BIC/AIC fit with
the data.) We further refined the best-fitting models by
attempting to remove random intercept or add
random slope effects on Target and/or Order where
possible: random effects leading to “singular fit” were
excluded (see Supplementary materials). For miss-rates,
the best-fitting models only included the random
subject and item intercepts; for RTs, random subject
slope on Target improved the fit. For RTs, Target was sig-
nificant (shorter RTs for syllable than phoneme detec-
tion: 766 < 848 ms), χ2(1) = 45.56, p < .0001, and neither
Order nor Order × Target were significant (p = .585 and
p = .631, respectively). Cohen’s d effect size for Target,

computed on the by-item or by-subject data was 1.586
(large) or 0.494 (small), respectively. For miss rates
(logit regression analysis), Target was significant (less
misses for syllable than phoneme detection: 3.88 <
7.63%), χ2(1) = 10.69, p = .0011, and neither Order nor
Order × Target were significant (p = .385 and p = .130,
respectively). (The absence of an Order effect or an
Order × Target interaction validated the choice we provi-
sionally made not to counterbalance subset presen-
tation order across subjects.)

Segui et al. (1981) found that response times for the
detection in overt speech of CV syllables and C conso-
nants for each item were positively correlated (by-item
Pearson’s r for 36 items, r(34) = 0.62, p < .01), suggesting
that C detection depended on and followed CV detec-
tion. (The authors did not report correlation for miss
rates.) Our internal monitoring data also reveals such a
correlation (Pearson’s r) for RTs in both the by-item
data (20 items), r(18) = 0.46, p=.036, CI = [0.03, 0.75],
and the by-subject data (80 subjects), r(78) = 0.79, p
< .0001, CI = [0.69, 0.86]. Non-parametric Spearman’s ρ,
however, is more appropriate to our RT or miss-rate
data, which were not normally distributed. For RTs, the
Spearman rank-correlations were ρ = 0.52, p = .021, and
ρ = 0.79, p < .0001, for the by-item and by-subject data,
respectively. For miss rates, the by-item correlation was
significant, ρ = 0.70, p = .0007, but the by-subject corre-
lation was not, ρ = 0.15, p = .19. Lack of correlation for
misses in the by-subject data is likely due to the small
number of cumulated misses (0–6) for each subject, as
well as the large proportion of subjects (50%) with no
misses for either phoneme or syllable. Nevertheless,

Figure 1. Experiment 1: by-subject distribution of misses.

Table 1. Mean RT (ms) and miss rate (%) (with SDs) in
Experiment 1 according to target.

RT Misses

Phoneme Target 848 (183) 7.62 (12.65)
Syllable Target 766 (186) 3.88 (8.03)
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focusing on the comparable correlation data in Segui
et al.’s (1981) study and ours, the two sets of data are
quite congruent, thus suggesting that internal C-detec-
tion depends on internal CV-detection.

2.3. Discussion

Compared to the response times usually found for overt
speech, the RTs we report for inner speech are much
longer: about 800 ms in average, compared to, for
example, around 300 ms in Segui et al. (1981) or
around 500 ms in Norris and Cutler (1988) in their no-
foil conditions. Most relevant to our study, Morgan and
Wheeldon (2003) and Wheeldon and Morgan (2002)
compared detection RTs in inner and overt speech:
they found longer RTs for inner than overt speech by
∼550 ms in average. Because target-detection RTs are
measured from target’s time of occurrence in overt
speech but from prompt presentation in inner speech,
the longer RTs for inner than overt speech are expected
in Levelt’s model since they include the amount of time
necessary to generate the “phonetic plan.” Indefrey and
Levelt (2004; also see Indefrey, 2011) estimated this
additional time to 600 ms from picture presentation on
the basis of brain activity data.

A possible concern with our results is that phoneme
detection might have been challenging compared to syl-
lable detection. First, within phoneme-target blocks, the
word-initial consonant of 1.4 filler items out of eight (in
average) differed from that of the target by a single dis-
tinctive feature, generally the place feature. Such filler

items may be viewed as foils. The syllable-target blocks
did not contain comparable foils: for a given CV target,
the corresponding syllable-target block contained no
CV’ filler item. Second, two phoneme-target blocks con-
tained C-onset test items differing by the following
vowel: the /p/-target block contained /p/-items with
three different vowels (/a, i, e/); likewise the /v/-target
blocked contained vela and vaca. As shown by
Swinney and Prather (1980), consonant detection is
slowed down by the “uncertainty as to the identity of
the vowel following the target consonant” (Swinney &
Prather, 1980, p. 104). This might apply to inner
speech. Although such uncertainty was limited to two
blocks out of ten, it might have been sufficient to bias
participants toward a general slow-down of phoneme
detection latencies. To sum up, the materials of Exper-
iment 1 might have disfavoured, however slightly,
phoneme detection compared to syllable detection,
assuming, again, that similar contextual and foil effects
occur in internal and external monitoring. To test for
this possibility we ran a control experiment in which
CV detection would presumably be substantially disfa-
voured by the presence of CV’ foils in CV-target blocks.

In their study, Segui et al. (1981) did not use foils (i.e.
catch trials) to encourage the participants to use a cau-
tious strategy and fully analyse and check the speech
stimuli (words or nonwords) for their phonetic content.
This allowed them to explore a pre-lexical level of pro-
cessing and, indeed, they obtained the same results for
words and nonwords, with very short RTs for both
(about 280 vs. 345 ms for syllable vs. phoneme

Figure 2. Experiment 1: density distributions of ln(RT) for phoneme- and syllable-detection.
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detection). Norris and Cutler (1988), in their “no-foil”
conditions, found a reversed pattern for words –
though not for nonwords (see their Table 2) – but with
much longer RTs. A possible reason for this discrepancy
could be the CVC format of the target syllables used, a
possibly post-lexical level of processing, or that English
was used rather than French (but see Foss & Swinney,
1973; McNeill & Lindig, 1973; Savin & Baver, 1970).

3. Experiment 2: control experiment with CV’
foils for CV targets

Thirty CV’ foils were added to the twenty CV target-
bearing test items in the syllable-target blocks. That is,
foil and test items – in the 3:2 ratio – shared their
word-initial consonant and differed only from the sub-
sequent vowel on. As suggested by Norris and Cutler’s
(1988) findings, this should slow down CV detection
substantially.

3.1. Methods

Participants. Fifty-two students at the National Univer-
sity of Cordoba, Psychology Department, aged 18–26
years, participated voluntarily in the experiment. All
were Argentinian native speakers of Spanish, with
normal or corrected-to-normal vision and no known
language disorder. None of them had participated in
Experiment 1. An a posteriori power analysis (see Exper-
iment 1’s Participants section) indicated that a 52
sample-size only ensured a 0.65 power, given the
effect size found (d = 0.321). But note this mainly indi-
cates that our 52-subjects sample size does not
warrant avoiding type II errors (accepting null hypoth-
esis when it is false).
Materials and design. The same twenty test pictures as
in Experiment 1 were dispatched into the same two
subsets as in Experiment 1 (Appendix A). They were
associated with the same 10 phoneme or 13 syllable
targets as in Experiment 1. The only difference with
Experiment 1 was the addition of 30 “foil pictures” (hen-
ceforth, foils) whose name was beginning with CV’ in the
13 CV syllable-target blocks (15 foils in each subset). No
foils were added to the phoneme-target blocks. Appen-
dix C shows the distribution of the 30 foils in the 13 syl-
lable-target blocks. As in Experiment 1, the experimental

design was counterbalanced across subjects for target-
type order: one group detected phonemes then sylla-
bles and the other group syllables then phonemes in
subsets 1 and 2.
Procedure. The procedure was the same as in Exper-
iment 1.

3.2. Results

We first computed the overall miss rates by item and by
participant (Figure 3). We applied the same data exclu-
sion strategy as for Experiment 1. No item or subjects
was discarded. As in Experiment 1, all the available RT
data were retained (RTs ranged from 530 to 1964 ms).
RTs were log-transformed to improve distribution nor-
mality (Figure 4). The miss rate and RT data are summar-
ised in Table 2. Figure 5 shows the miss rate and RT data
for Experiments 1 and 2.

Syllables were still detected faster and missed less
often than phonemes, although the effect was numeri-
cally weaker than in Experiment 1 for RTs. Figure 5 sum-
marises the RT andmiss rate data for Experiments 1 and 2.

We ran linear mixed model analyses on the Exper-
iment 2 data, following the same strategy as for Exper-
iment 1, with the same fixed effects: Target, Order, and
Target × Order interaction. For either miss-rates or RTs,
adding random slopes did not improve the models in
terms of AIC or BIC. For RTs, Target was significant,
χ2(1) = 4.97, p = .026: RTs were shorter for syllable than
phoneme detection (912 < 948 ms). The effect size for
Target, computed by-tem or by-subject was 0.244 or
0.321 (small), respectively, indicating a weaker effect
than in Experiment 1. Neither Order nor Order × Target
were significant, (p = .328 and p = .818, respectively).
For miss-rates (logit regression analysis), Target was sig-
nificant, χ2(1) = 8.27, p = .0040: miss rate was lower for
syllable than phoneme detection (7.88 < 12.69%).
Neither Order nor Order × Target were significant (p
= .137 and p = .389, respectively).

As in Experiment 1, there were significant correlations
between syllable and phoneme monitoring data for
both RTs and miss-rates, except for by-subject miss-
rates. Pearson correlations for comparison with Segui
et al. (1981) were: r(18) = 0.81, p < .0001, CI = [0.57,
0.92] and r(50) = 0.35, p = .011, CI = [0.08, 0.57] (by-item
and by-subject data). The corresponding Spearman cor-
relations were ρ = 0.69, p = .0011 (by-item), and ρ = 0.29,
p = .036 (by-subject). For miss-rates, only the by-item
correlation was significant, ρ = 0.83, p < .0001. Overall,
then, Experiment 2’s data confirm the correlation
between syllable and phoneme detection found in
Experiment 1 (inner speech), and in Segui et al.’s
(1981) (overt speech).

Table 2. Mean RT (ms) and miss rate (%) (with SDs) in
Experiment 2 according to target.

RT Misses

Phoneme Target 948 (96) 12.69 (11.57)
Syllable Target 912 (94) 7.88 (9.15)
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The differences between the two experiments, as
shown in Figure 5, called for further statistical analysis
bearing on both experiments, the main question being
whether the Target effects we found differed in strength
between the two experiments. We ran linear mixed
model analyses on the combined data of Experiments
1 and 2, following the analysis strategy described for

Experiment 1, with the additional Experiment fixed
effect (Experiment 1 vs. 2). For miss-rates, only random
intercepts were retained: adding random slopes for
items or subjects did not improve the models (BIC
and/or AIC). For RTs, adding random slope on Exper-
iment for items and for subjects improved the models
in terms of BIC and/or AIC. For both RTs and miss-rates

Figure 4. Experiment 2: density distributions of ln(RT) for phoneme- and syllable-detection.

Figure 5. Experiments 1–2: by-subject (a) RT, and (b) miss rate data (error bars: ±1 SE).
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(logit regression analysis for the latter), Target was sig-
nificant, indicating faster RTs, χ2(1) = 75.08, p < .0001,
and lower miss-rates, χ2(1) = 19.47, p < .0001, for syllable-
than phoneme-detection across experiments. Exper-
iment was significant too, ps < .0005, reflecting shorter
RTs and lower miss rates overall in Experiment 1 than
2 (807 < 930 ms; 5.75 < 10.29% misses). The Target ×
Experiment interaction was significant for RTs, χ2(1) =
17.02, p < .0001, but not for miss rates, p = .53: the
Target effect was stronger in Experiment 1 than Exper-
iment 2 for RTs (82 vs. 36 ms) but not for miss-rates
(3.74 vs. 4.81%). No other effect or interaction was
found significant.

3.2. Discussion

As expected, the addition of CV’ foils in Experiment 2
slowed down syllable-detection, due to a more cautious
monitoring strategy. However, the syllable advantage
maintained, though substantially weakened for RTs, as
shown by the significant Experiment × Target inter-
action. Although the phoneme-detection blocks were
identical in experiments 1 and 2, phoneme-detection
was much slower in the latter. In particular, the
phoneme-then-syllable subject groups of each exper-
iment received an identical initial block for phoneme
detection. Yet, the Experiment 2 group was slower
than the Experiment 1 group by some 100 ms. This
cannot reflect the influence of a yet-to-come syllable-
detection block with CV’ foils inducing a cautious strat-
egy across the board. Such a “strategy contamination”
could be possible, however, for the syllable-then-

phoneme group, resulting in slower RTs to phoneme-
compared to syllable-detection in this group than in
the phoneme-then-syllable group, hence in a larger syl-
lable advantage effect, possibly diagnosed by a Target ×
Order interaction. But no such interaction was observed.
We therefore must conclude that the subjects in Exper-
iment 2 were slower overall than those in Experiment
1 for some unknown reason. We however analysed the
data in more detail, looking at the first trials of
phoneme-detection, especially in Experiment 2. We
indeed found clearly longer RTs in the first two trials
than the others in the syllable-first but not the
phoneme-first order of Experiment 2. This can be taken
as a short-lived contamination effect from the initial
block of syllable-detection with catch-trials (see Sup-
plementary materials for more detail: “time-course_RT-
analyses”).

To sum up, the subjects in Experiment 2 were slower
overall than those in Experiment 1 but still showed a sig-
nificant syllable advantage in monitoring inner-speech.
The effect was much weaker than in Experiment 1 for
RTs, as shown by the Experiment × Target interaction,
but remained as strong in Experiment 2 as Experiment
1 for miss rates.

4. General discussion

In the two experiments reported in this study, partici-
pants had to detect word-initial C consonant or CV sylla-
ble in the names of visually presented pictures, without
uttering the names. We found in both experiments that
internally monitoring for CV syllables was faster than for

Figure 3. Experiment 2: by-subject distribution of misses.
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the corresponding C phonemes. In Experiment 1, this
syllable advantage was very clear-cut, similar to the syl-
lable advantage found in monitoring for external speech
in Segui et al.’s (1981) study (82 vs. 63 ms effects). In
Experiment 2, we introduced a substantial number of
CV’ foil items for CV syllable detection (foil to test ratio
3:2). That is, we added pictures whose name was begin-
ning with CV’ in the CV-target blocks: the same conso-
nant as the target followed by a different vowel. In
external, overt speech, this manipulation is known to
create a “phonemic garden path” for syllable monitoring
and generally induces a cautious strategy. The presence
of foils requires a more careful, complete phonetic analy-
sis of the auditory input and results in much slower
response times (Norris & Cutler, 1988). Concerning
inner speech, there is no previous study, to our knowl-
edge, suggesting similar foil effects. But the results of
Experiment 2 clearly show that foil effects do apply to
internally monitoring for inner speech as well as overt
speech. Indeed, only syllable-, not phoneme-detection
was affected by the CV’ foils, resulting in a substantially
reduced syllable over phoneme advantage. This is best
explained by CV’ foils slowing down CV detection, a
typical foil effect.

4.1. Production or perception monitor?

Overall, then, we found a CV syllable over C consonant
advantage in monitoring for inner speech, which is
quite similar to that previously reported for overt
speech, including foil effects. This result may be taken
as supporting the restricted version of the perceptual-
loop hypothesis proposed in the introduction (Schiller
et al.’s [2006] perception monitor account limited to
“metalinguistic” monitoring), in line with a few previous
studies on internal monitoring for phonemes or syllables
(Morgan & Wheeldon, 2003; Özdemir et al., 2007; Wheel-
don & Morgan, 2002). Wheeldon and Levelt (1995) also
found a striking parallelism between the processing of
inner and overt speech in the form of “a textbook inter-
action of syllable target and carrier word syllabification”
(Wheeldon & Levelt, 1995, p. 325). Indeed, the same syl-
lable-match effect (cf. the seminal fragment detection
study by Mehler et al., 1981) obtained in the same
language (Dutch) for inner speech (Wheeldon & Levelt,
1995) and overt speech (Zwitserlood et al., 1993),
though the effect was less clear-cut in the latter (see
Cutler, 1997; Vroomen & de Gelder, 1994). However,
Wheeldon and Levelt (1995) interpreted the syllable-
match effect as reflecting the structural properties of
the speech code elaborated for production by the pho-
nological encoder (i.e. this code must be syllabified)
rather than the processing strategy of a perception

monitor. In a later study directly comparing fragment
detection in inner and overt speech for English,
Morgan and Wheeldon (2003) obtained clearly parallel
results in inner and overt speech (syllable-match effect
for CVC targets but not CV targets), which they inter-
preted as reflecting features “of a perception-based
monitoring system” (Morgan & Wheeldon, 2003, p.
291). Özdemir et al. (2007) is certainly an even more
solid piece of evidence suggesting that inner and overt
speech are processed by a common speech percep-
tion/comprehension system (see Introduction). More-
over, the UP effect they found in inner speech entails
that inner speech is treated by the speech perception
system as an as yet unprocessed, fresh input on which
lexical access remains to be performed. Our data also
speak for a perception monitor common to both outer
and inner speech. Moreover, the specific common
effect at stake – the syllable advantage over phoneme
– might help understanding the commonalities in the
involved representations and their processing. We will
turn to this representational issue later on.

Let us consider the production-monitor alternative
explanation of our results in the framework of Levelt’s
Lemma model. In either the original 1989 “Blueprint”
or the 1999 revised model, the production monitor
would operate within the phonological [and phonetic]
encoder module, either at any level of representation,
as proposed by Postma (2000), or at some specific
level of representation. (Note that, in spite of the differ-
ence in architecture between the original and revised
Lemma models, the revised model’s abstract, symbolic
representation that feeds the inner loop in place of the
phonetic plan must be now the output of a more nar-
rowly specialised phonological encoder and the input
to a separate phonetic encoder. This representation
thus still escapes the production-monitor scope.) First,
whatever the monitored level of module-internal rep-
resentation, the syllable advantage cannot be easily
explained within the production-monitor account. If all
the levels are monitored, phonemes should be available
first upon lexical access, before (re)syllabification has
taken place. If some syllabified symbolic code is moni-
tored, an analogy with print – both print and inner-
speech would be sequences of phoneme-sized
symbols – does not clearly suggest that syllable-sized
letter sequences should be detected more easily than
single letters. To our best knowledge, relevant data on
fragment detection in print would rather suggest that
a sequence of letters in a printed word would be
detected more slowly than a single letter (Colé et al.,
1999). Second, in Levelt’s modularist model, the phono-
logical encoder component is viewed as a processing
module (Levelt, 1989, p. 15) as defined by Fodor (1983,
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1985), that is, an automaticmodule impenetrable to con-
scious inspection and control (“informational encapsula-
tion”). The production-monitor account precisely entails
that inner representations within the phonological
encoder module be monitored, thus violating “impene-
trability.” Moreover, recall that while monitoring for
errors may be automated and may well happen within
the encoder module as part of the module’s missions,
monitoring for inner speech properties is a metalinguis-
tic task (Vigliocco & Hartsuiker, 2002), which must be
conscious and thus is less likely to operate on module-
internal representations. Therefore, were the phonologi-
cal encoder a module in the classic sense, the pro-
duction-monitor account seems inappropriate.

To sum up, although the production monitor
account, or some hybrid account combining a percep-
tion monitor with one or several production monitoring
devices cannot be dismissed, the current set of relevant
data and logical arguments lead us to favour a percep-
tion monitor account, at least for the type of monitoring
at stake: phoneme or syllable detection. That a pro-
duction monitor may handle error-monitoring, a pre-
sumably more automatic process, is possible but this
issue is out of the scope of the present study. We turn
now to the issue of the common code that must be pro-
cessed by the speech perception and comprehension
system for both overt and inner speech.

4.2. Phonological or phonetic code?

That both inner and overt speech be monitored via a
common speech perception system calls for the
further assumption that they are coded with similar,
compatible representations. This is at least what
should be expected for the representations on which
phoneme and syllable monitoring operate. We are there-
fore faced with a dilemma between the two versions of
the Lemma model: abstract, symbolic though syllabified
phonological representations in the 1999 revised version
versus syllabic gestural scores making up the “phonetic
plan” in the 1989 original version. The gestural scores
of the phonetic plan are taken by Levelt from articula-
tory phonology: they describe speech tasks in terms of
constriction gestures and timing coordination. In ortho-
dox articulatory phonology, though, the primary specifi-
cations rather are “coupling graphs,” specifying how the
“coupling oscillators” for gestures are phased with each
other (Goldstein et al., 2006; Goldstein et al., 2009; Nam
et al., 2009). For the moment, however, we follow
Levelt’s formulation for sake of clarity. As we noted
earlier in the Introduction section, a further motor pro-
gramme elaboration stage is needed to compute how
these speech tasks are to be carried out in terms of

neuromuscular commands determining the eventually
achieved articulatory movements that produce overt
speech. As articulatory phonology would agree, we
take the phonetic plan’s gestural scores as abstract, dis-
crete phonological specifications, which, however, differ
profoundly from classic phonological specifications in
that they specify gestural timing relationships. With this
important qualification in mind, let us consider how
the symbolic and gestural phonological codes compare
in unifying the inner- and overt-speech codes.

First, a number of studies show that the processing of
overt speech, in particular spoken word recognition but
also speech segmentation and phonemic categorisation
or detection, is sensitive to “phonetic detail,” that is, is
“phonetically” informed. Whereas some relevant
findings reflect artificial effects of sub-categorical mis-
match (Marslen-Wilson & Warren, 1994; Streeter &
Nigro, 1979; Whalen, 1984, 1991), many intriguing
findings bearing on natural speech show the effects of
sometime subtle durational differences (Dufour & Mey-
nadier, 2019; Mitterer & McQueen, 2009; Shatzman &
McQueen, 2006; Snoeren et al., 2008; Spinelli et al.,
2003; Spinelli et al., 2007). These findings suggest that
overt speech processing relies on representations con-
taining timing information. Such representations would
be in line with articulatory phonology. As an illustration,
voice-assimilated soute (“hold”: underlying /sut/ > /sud/)
and non-assimilated soude (“soda”: /sud/) both surface
as /sud/ ([sud] in broad IPA transcription) but differ in
that [u] vowel and [d] closure durations remain typical
of the underlying form (shorter [u] and longer [d] for
soute than soude). Listeners are sensitive to this dura-
tional difference since only voice-assimilated soute
primes semantically related bagage (“luggage”): soude
does not prime bagage at all (Snoeren et al., 2008).

Second, with regards to inner speech, it seems prima
facie difficult to find evidence for the role of phonetic
detail in the absence of an acoustic output. However,
assuming that the kind of inner speech elicited by
print is similar to the kind of inner speech elicited by pic-
tures, there is some indication that it is “phonetically
informed” in much the same way as in the illustration
from Snoeren et al. (2008). That is, inner speech elicited
by print contains timing information. Now, how does it
compare with the inner speech elicited by pictures to
be silently, internally named? It is widely accepted that
a printed sequence automatically “activates” a phonolo-
gical representation (among many references, some
pioneer studies: Ferrand & Grainger, 1992; Lukatela &
Turvey, 1994a, 1994b; Perfetti et al., 1988; Van Orden,
1987; Ziegler & Jacobs, 1995), including subphonemic
features (Lukatela et al., 2001). An interesting early
account for the irrepressible phonological involvement
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in reading was offered by Huey (1908/1968) who
remarked that “the inner saying or hearing of what is
read seems to be the core of ordinary reading” (Huey,
1908/1968, p. 122). Abramson and Goldinger (1997)
argued that the “inner speech” occurring during
reading may not be more abstract than overt speech
in that certain well documented subphonemic phonetic
regularities may affect the reading process. They
reported, in particular, that phonetically longer words
are recognised in print more slowly than shorter
words. For example, plead is longer than pleat, due to
its longer /i/ vowel. (Increase in vowel duration before
voiced obstruents is only partially compensated by a
decrease in the obstruent duration [e.g. Port, 1981]).
Lukatela et al. (2004) replicated these findings. They rein-
terpreted inner-speech in reading as a “phonetically
informed” phonological representation, which is better
understood in terms of articulatory phonology
(Browman & Goldstein, 1992, 2000) than of classic
linear or autosegmental phonology. This is because
articulatory phonology representations implicitly
specify phonetic aspects, especially timing relationships,
hence durations. In this particular case, Browman and
Goldstein (1992, p. 170) interpret the cross-linguistically
typical VC duration patterns for voiced vs. voiceless C as
due to “overlap differences between consonant and
vowel gestures” (for more detail, see Fujimura, 1981).

To sum up, a common code akin to articulatory pho-
nology representations, in line with the “common cur-
rency” shared by speakers and listeners proposed by
Goldstein and Fowler (2003), is probably a better candi-
date for the unifying code we postulate for both inner-
and overt-speech than the classic linear, symbolic pho-
nological code proposed in Levelt et al. (1999) revised
model. Recall that their motivation for this shift from
the initial “phonetic plan” proposal was that articulatory
suppression did not affect the incremental effect they
found in phoneme detection (Wheeldon & Levelt,
1995), pointing to a phonological rather than phonetic
nature of the code being monitored (see Introduction,
1.2). However, in our current understanding of articula-
tory phonology, the gestural scores of the “phonetic
plan” initially posited in Levelt (1989) can be viewed as
phonological and abstract, and thus may well be
immune to articulatory suppression. In our view, articu-
latory suppression can introduce perturbation at the
output of the motor plan elaboration stage, a later
stage within the extended phonetic encoder described
by Laganaro (2019, Figure 2). To clarify, we propose
the Lemma model could be revised along these lines,
somehow going back to the original 1989 Blueprint
model, as illustrated in Figure 6. For sake of simplicity,
we retained segmental representations in the earliest

processing steps but a more radical version of the
diagram would abandon them altogether. For the
same reason, we still use in this diagram the “classic”
gestural scores, although, coupling graphs can be
viewed as more basic “common-currency” specifications
of speech acts for both production and perception
(Goldstein et al., 2006; Goldstein et al., 2009; Nam
et al., 2009).

Further qualifying these articulatory phonology con-
structs and examining their mental or neural implemen-
tation goes beyond the scope of the present study. We
only cursorily comment on this however important
aspect. One serious possibility, suggested by recent
theoretical speculation as well as brain imagery data, is
that listeners and speakers conduct similar (or iso-
morphic) prediction-driven internal motor simulations
that yield estimations of perceptual consequences in
terms of somatosensory and auditory percept (Tian &
Poeppel, 2012; Tian et al., 2016; for a wider domain for
these concepts, see Feldman Barrett, 2017, chapter 4:
The origin of feeling). The common currency for speech
acts advocated by articulatory phonology could thus
be, concretely, motor simulation. As suggested by one
reviewer, motor simulations could also allow for compar-
ing internal or external speech with the targets to be
detected. On this account, our study would illustrate a
manifold common currency for inner (production) and
outer (perception) speech as well as for the speech-
target representation required by the task demand. We
return to the latter aspect in the next section, keeping
in mind that speech acts need be specified along both
the vowel and consonant tiers, making an hypothetical
motor simulation for a consonant incomplete.

4.3. The syllable over phoneme advantage

Would our assumption – that the code for inner speech
feeding the inner loop is akin to articulatory phonology
representations – help understand the syllable advan-
tage we found in internal monitoring? A crucial, basic
tenet of articulatory phonology is gestural phasing
relationships (Browman & Goldstein, 1989, 1990, 1992,
1995; Goldstein et al., 2006). In an utterance-initial CV
sequence, C and V are coproduced “in phase”
(Browman & Goldstein, 1988, 1992, 2000; Goldstein
et al., 2009; Nam et al., 2009), a notion originally pro-
posed by Öhman (1966) and Fowler (1980). Put
another way, CV is a cohesive unit in production (the
coupled oscillators for the associated gestures are
tightly time-locked). Assuming that perceiving speech
is directly perceiving speech acts in the form of gestures
and inter-gestural timing, CV should be a cohesive, basic
“unit” in perception as well. Hence, whereas identifying
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and detecting CV is primary, C or V are “recoverable”
(identified and detected) only in a second step of (con-
scious) analysis. This account would explain the CV
over C advantage that is found in either overt or inner
speech, assuming that both are coded in terms of the
common currency posited by articulatory phonology.
Under this assumption, CV is a cohesive unit, with
tightly time-locked C and V gestures; its analysis yields
C and V as later available sub-units.

Segui et al. (1981) interpreted the CV over C advan-
tage (C being a stop) in a rather similar way in that
they proposed that C and V are perceived at the same
time, as parts of the whole unit CV, based on Blumstein
and Stevens’ (1980) finding that invariant acoustic cues
in the beginning of a word-initial CV (Stevens &

Blumstein, 1978) convey the perception of CV as a
whole. A very short portion of this beginning (about
40 ms: stop release burst and beginning of the transition
from C to V) was found sufficient to convey the cohesive
percept. In the case of inner speech, however, acoustic
information is obviously not available. The account pro-
posed by Segui et al. (1981) therefore cannot apply to
inner speech. But our proposal that the cohesive
percept of a CV structure is due to the tight in-phase
coordination of the C and V gestures can apply to
both overt and inner speech, thus preserving the basic
idea of Segui et al. (1981) that CV is a primary unit of per-
ception. The relatively invariant acoustic pattern at the
very beginning of CV invoked by Segui et al. may be
viewed as a mere consequence of the tightly time-

Figure 6. Functional diagram for a revised Lemma model; the aspects relevant to error monitoring are not addressed. Curly brackets
enclose representations; σ stands for syllable; (a-c) stand for the initial, intermediate, and final representations of the phonological
encoder. The motor plan elaboration stage (“builder”) is speculative.
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locked gestural specification. To sum up, the advantage
of the articulatory phonology over the CV acoustic invar-
iance account is that it explains the CV over C advantage
for both overt and inner speech. On another articulatory-
phonology-related account, both the speech targets (C
or CV) and the inner or outer speech to be monitored
for (CV words) would be represented as motor simu-
lations in subjects’ minds. As we noted, the motor simu-
lation for CV is complete or self-sufficient. That for C
must ignore the vowel-tier gestural specification (and
motor simulation) and is therefore conceivably more
difficult to compare with the inner or outer speech utter-
ance motor simulation, which includes the vowel tier.
This account is structurally similar to the one we
propose but may be more realistic in terms of the
actual inner workings of speech-fragment monitoring.

Note that our proposed accounts only apply to CV
structures. This is one limitation of our study. How
would the articulatory phonology account fare with
more complex structures such as CVC syllables? This is
of course an empirical question. For CVC syllables, the
coda consonant is viewed as produced in anti-phase
relative to onset C or to V. That is, the phasing relation-
ship of coda C with syllable-initial CV is sequential, hence
less stable than that for the CV structure (Browman &
Goldstein, 1988; Goldstein et al., 2006; Nam et al.,
2009). On this view, CVC must be a less cohesive unit
in production and perception than CV. As a possible con-
sequence, monitoring for CVC syllables might be less
easy and less straightforward than monitoring for cohe-
sive CV structures. We predict that CV is easier to detect
than CVC due to (i) the greater CV cohesiveness and (ii)
the relative autonomy of the C coda: in articulatory pho-
nology terms, CVC does not make a tightly time-locked
“molecule.” The monitoring performance for such a
structure may therefore be more sensitive to metalin-
guistic strategies. This seems to be the case for overt
speech: CVC detection can be faster than C detection
when CVC is predictable from CV (Foss & Swinney,
1973; McNeill & Lindig, 1973; Savin & Baver, 1970) but
becomes clearly slower than C detection when predict-
ability is cancelled out by the presence of CVC’ foils
(Norris & Cutler, 1988). CV structures therefore might
be better cohesive units than CVC linguistic syllables
for coding the speech input to the comprehension
system, be it overt speech or inner speech. In their dis-
cussion of the “mental syllabary” accessed to during
speech production, Levelt and Wheeldon (1994) con-
sider an alternative to syllabic gestural scores along
the lines of the demisyllables proposed by Fujimura
(1990). On the other hand, recent articulatory phonology
advances give more weight to the syllable construct,
proposing to integrate into the basic coupled-oscillators

organisation the syllabic jaw oscillation proposed by
MacNeilage’s (1998) frame/content theory (Goldstein
et al., 2006, p. 239) (also see Montani, Chanoine, Grain-
ger, & Ziegler (2019) for recent evidence of syllable-
specific neural activation in reading and prepared
speech production). Further research is needed to
pursue this representational issue in both overt and
inner speech. Again, parallel findings between overt
and inner speech would be a diagnostic for testing the
restricted perceptual-loop theory: Do we analyse overt
and inner speech in the same way, that is, by relying
on the same representations and processes?

To conclude, the present study may be viewed as one
step forward on this research avenue. Adding to pre-
vious findings (Morgan & Wheeldon, 2003; Özdemir
et al., 2007; Wheeldon & Levelt, 1995), the data we
report support the view that we listen to inner speech
just like we listen to outer speech when we monitor
pre-articulatory speech production for phonological
properties. That is, our study supports a “restricted”
version of the perceptual-loop hypothesis

Several limitations, however, need be acknowledged.
One is inherent to the experimental paradigm: inner-
speech elicitation using pictures. The limitation is in
the number of picture-names receiving sufficiently
high agreement and allowing for the critical experimen-
tal comparison. Another limitation is the possibly
language-specific significance of the results. Other
languages, in particular belonging to various rhythmic
classes, need be investigated in order to tease apart
language-specific and universal aspects of overt- and
inner-speech processing similarities (e.g. stress-timed
English, mora-timed Japanese, etc.).
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